“It’s easier than causing confrontation”: Sanctioning Strategies to Maintain Social Norms and Privacy on Social Media
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Sanctions play an essential role in enforcing and sustaining social norms. On social networking sites (SNS), sanctions allow individuals to shape community norms on appropriate privacy respecting behaviors. Existing theories of privacy assume the use of such sanctions but do not examine the extent and effectiveness of sanctioning behaviors. We conducted a qualitative interview study of young adults (N=23), and extend research on collective boundary regulation by studying sanctions in the context of popular SNS. Through a systematization of sanctioning strategies, we find that young adults prefer to use indirect and invisible sanctions to preserve strong-tie relationships. Such sanctions are not always effective in helping the violator understand the nature of their normative violation. We offer suggestions on supporting online sanctioning that make norms more visible and signal violations in ways that avoid direct confrontation to reduce the risk of harming on-going social relationships.
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1 INTRODUCTION

Social norms guide our everyday behavior and enable groups of people to interact smoothly [68]. As they use different technologies to communicate with friends, family members, and coworkers, for instance, groups of college students with a shared sense of identity collectively create ‘idioms of practice’, i.e., sets of normative expectations around the ways individuals should and should not use these technologies with each other [33]. Norms like these are established when “any departure of real behavior from the norm is followed by some punishment” [39, p. 123]. Sanctions are then used to signal, enforce, and sustain social norms [58]. Sanctions allow a group to exert ‘social control’ over each other – by formal or informal and verbal or nonverbal means – and express disapproval of members’ counter-normative behaviors [19, 27].
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We seek to understand how young adults – who have the highest adoption rate and frequency of use with the greatest variety of social media platforms today [85] – maintain collective norms of content sharing on social media. We are especially interested in how they sanction violations of these norms in the context of “inappropriate” content sharing and privacy violations. In particular, we seek to understand the use of ‘negative’ sanctions, which are social responses that “punish or otherwise discourage violations of social norms and symbolically reinforce the culture’s values and morals” [68, p. 90]. The tension that arises from the use (or non-use) of negative sanctions can provide a rich opportunity for design insights aimed to improve a community’s enforcement or communication of its expected norms on social media.

Social Networking Sites (SNS) are now an indispensable part of young adults’ social lives for interacting with others and sharing content online. Anything these individuals reveal about themselves (e.g., photos, music, links, and short text-based updates) or others (e.g., by tagging friends in photos or locations) can, therefore, potentially affect the privacy [73, 78], self-presentation [36, 94], and reputation [87] of many parties [25, 74, 99]. This is partly because, in today’s networked world, once personal information is disclosed, “it moves into a collective domain where the information is no longer under the sole control of the individual” [74, p. 19]. For example, when a photo is shared, the responsibility for maintaining the privacy of its content is shared by not only the photographer and the subjects [74, 92, 104] but also by the viewers [74]. In the context of boundary regulation theory [74], all parties are considered ‘co-owners’ of such shared information.

Given the significance of the collective’s influence on the privacy of shared content, an appropriate theoretical lens through which to approach this research is Petronio’s [74] seminal theory of Communication Privacy Management (CPM). Adopted in various studies of managing private information disclosure online, CPM builds on Altman’s theory of privacy [1] by explaining how individuals dialectically and dynamically manage ‘co-owned’ information and social boundaries together [74]. The main thrust of CPM theory is that privacy ‘rules’ are developed through interpersonal boundary management and collaborative negotiations where factors such as cultural expectations (e.g., social norms [68]) and social contexts play an essential role. ‘Norms of appropriateness’ determine what information is appropriate to reveal, to whom, and in what way, while ‘norms of distribution’ restrict the flow of information within and across contexts [70]. When individuals violate privacy rules regarding appropriateness or distribution, a ‘negative sanction’ may be applied to the violator in order to reinforce the existence and importance of following these norms. This is especially important when implicit rules are violated, as a negative sanction takes a rule that was only implied by the collective and makes it more apparent [74]. While a significant amount of research has focused on how co-owners of private information manage their disclosure collaboratively on SNS [44, 54, 59, 67, 78, 88, 100], the role of the audience in this process is still unclear. Our study extends research on collective boundary regulation in SNS by focusing on the role of “viewers” as co-owners of information to which the poster/owner has granted them access.

Researchers have examined social norms and violations on SNS (such as Facebook) in regard to the evolution and detection of norms [17, 40, 50, 64], and how these norms affect privacy [24, 91, 103] and self-presentation [97]. However, as previous authors acknowledge, we do not yet have a systematic understanding of how different norms on SNS are enforced, how violations are detected, and how sanctions are applied in different social contexts [40, 53]. Additionally, not much is known about how ‘invisible interactions’ (e.g., offline confrontations or choosing to ignore inappropriate content) affect people’s use of SNS or the quality of their relationships with others [29]. Understanding the social norms of appropriateness surrounding shared online content could help individuals avoid violations of these norms as well as invasions of co-owners’ privacy [59], which might affect people’s self-presentation online [94], or expose them to sanctions by the viewers [64]. A better understanding of communal expectations regarding which information should be shared, managed,
and withheld, and how norms and sanctions are enacted as a part of everyday social life, can enhance the privacy and the usability of these interactive systems [26].

In this paper, we contribute to the scholarly research about these communal practices by: (1) investigating norms and sanctions across the multiple social platforms used by our participants (i.e., Facebook, Snapchat, Twitter, and Instagram) and (2) systematically analyzing the strategies used by these young adults to sanction their peers whenever violations of social norms occur. To do so, we conducted semi-structured interviews with 23 college students. We focused on three research questions: (1) What kinds of behaviors and content sharing do college students identify as inappropriate on social media? (2) How do students sanction each other when someone violates these social norms of appropriateness? and (3) How might designs draw from these sanctioning strategies to better support college students’ goals?

We find that the negative sanctions used by these students fall under three dimensions: who performs the sanction (a person or a group), where they sanction (on-site or off-site), and how apparent the sanction is to the violator (visible or invisible). Overall, college students approach sanctioning discreetly, preferring to avoid or internalize conflict (e.g., by gossiping about or downplaying the violation) and – when needed – to sanction others in indirect or passive ways, sometimes collaboratively. Our findings show that current social media designs are not helpful in highlighting norms while also maintaining the sanctioners’ goals of avoiding conflict and keeping the peace. We argue for designing sanctioning tools that make community norms more visible and signal norm violations of sharing. Such approaches do not stifle change, and also support norm-violations that may be seen as necessary by certain community members. These tools, unlike those that enforce norms or call for conformity, should further alleviate the burden on viewers to confront the violator while saving face and preventing public embarrassment for both the poster and the viewers on SNS. Making such dialog more visible may thus enable both a healthy enforcement and evolution of community norms.

2 RELATED WORK

In this section, we describe work related to privacy management as well as social norms and sanctions in social networking sites.

2.1 Privacy as Collective Boundary Regulation

Privacy is inherently a social process; individuals seek a balance between the privacy and disclosure of their personal information to manage their relationships with others [69]. Within social networking sites – where the processes of information disclosure and dissemination are affected by the audience’s co-existence, social norms, and technical functionality – context plays an essential role in determining privacy practices [63]. Nissenbaum [70] unpacks privacy through the notion of ‘contextual integrity’ (CI), which is useful for understanding the cultural expectations around the transfer of personal information [70]. Understanding the social norms governing information flow is a crucial starting point for understanding the appropriateness of information sharing in a given context. Contextual integrity is preserved (i.e., there is no privacy violation) whenever information sharing norms are upheld. According to Marwick and boyd, achieving networked privacy today requires an “ongoing negotiation of the contexts in a networked ecosystem in which contexts regularly blur and collapse” [63, p. 13]. This negotiating and managing of one’s personal information, privacy, and identity is no longer an individualistic process; it is increasingly seen as a collective one [32, 44, 54, 59, 63, 67, 70, 73, 74, 78, 88, 100]. Petronio labeled this dialectic, dynamic process of negotiating privacy boundaries ‘Communication Privacy Management (CPM)’ [74].

According to CPM, once information is ‘disclosed’ and shared with others, it moves into a collective domain of ‘co-owners’ where the information is no longer under the sole control of the
individual. To manage what are now collective boundaries, individuals create regulation rules that are impacted by cultural expectations and social contexts, either learning the rules or negotiating to create new ones. When negotiation fails, boundary ‘turbulence’ is likely. In response to such violations, people apply sanctions to address the breach of privacy and ask the violator to comply with the rule.

A growing body of privacy research has studied the mechanisms users have developed to manage privacy and collective boundaries on SNS (i.e., co-managing shared content) [7, 15, 23, 54, 55, 63, 78, 90, 91, 102]. Lampinen et al. [54] created a three dimensional framework of strategies for managing private versus public disclosures on SNS: ‘mental and behavioral’, ‘preventive and corrective’, and ‘individual and collective’. In this framework, people applied a set of ‘mental’ strategies (e.g., trusting others to be considerate of one’s boundary regulation) or ‘behavioral’ strategies (e.g., using deliberate wording and tone in posts). These strategies can be further divided into ‘preventive’ (e.g., avoiding sharing content that could be problematic) or ‘corrective’ (e.g., deleting content). People apply these strategies ‘individually’ (e.g., adjusting privacy settings to disable disclosure) or ‘collaboratively’ (e.g., negotiating and agreeing on a set of rules). Another way to categorize these strategies is by distinguishing between ‘online’ strategies, supported by the user interfaces of SNS, and ‘offline’ strategies, used by individuals when they cannot find a technical tool within a given platform to support their needs [7, 54, 78, 102]. Rashidi et al. [78], for example, found that when friends violate each other’s privacy, they tend to confront each other offline (i.e., face-to-face) to directly negotiate the violation. In addition, viewers remain vigilant and watch their friends’ backs to warn them about any violations of their privacy on SNS.

Most of the previous research on collaborative boundary regulation has focused on the privacy practices of the original owner of the shared information and the other co-owners of the shared content (see for example [44, 54, 59, 63, 88]). However, to the best of our knowledge, previous work has rarely focused on the role of viewers as co-owners of the shared content, including how viewers manage privacy when other people on social media violate privacy rules. In this work, we shed light on the role of viewers in the collaborative process of managing privacy on SNS. We also use the literature on collective boundary regulation and privacy management strategies to extend our understanding of sanctions, in part by systematizing the kinds of sanctioning strategies used by individuals on SNS. This understanding will allow us to explore designs that provide SNS-users with better tools to manage privacy online.

2.2 Social Norms and Sanctions

Sociologists see social norms as “culturally defined rules of conduct. They specify what people should do and how they should pursue values. They tell us what is proper or necessary behavior within particular behavior, groups, organizations, and institutions” [68, p. 31]. In this work, we approach social norms on SNS as implicit (informal) norms that are unspoken, not formally written or recorded, but generally understood by a social group [14, 68, 80]. Social norms are dynamic in their nature; they change over time [34], they are cultural and context dependent [34, 76], and they influence how one behaves while also being shaped by members’ behaviors [76]. Norms provide us with a general framework of expectations but never tell us exactly how to act. Rather, people learn social norms by interacting and observing others, as well as by being sanctioned for violating these norms [34, 56, 82]. Therefore, social norms – especially if individuals do not internalize them [41] – are usually accompanied by sanctions [34, 39, 68], i.e., “penalties and rewards for conduct concerning a norm” [80, p. 73]. A sanction can be “any reaction from others to the behavior of an individual or group that is meant to ensure that the person or group complies with a given norm” [34, p. 149]. Sanctions can be positive (i.e., reward for conformity) or negative (i.e., punishment for nonconformity) [34, 80]. They can also be formal (e.g., imposed by an authoritative force, such as
Facebook’s administrators or law enforcement) or informal (e.g., imposed by users or ordinary people in the group) [34, 80]. In this work, we use the word “sanction” to refer to informal negative sanctions imposed by peer viewers.

When a sanction is observed, it is clear evidence that a norm does exist [58, 71]. People are more likely to conform to a social norm if they perceive that noncompliance will be accompanied by negative sanctions and if this norm is widespread among their peers [10, 56]. Imposing sanctions is costly, not just for the violator, but for others who are responsible for applying sanctions [27] as well since they incur “the risk of retaliation or at least the potential loss of a relationship, the loss of time or money, emotional tensions, and so forth” [30, p. 2]. Therefore, a person who sanctions a norm violator needs to have a strong motivation to carry out the punishment [75]. However, individuals might bear the costs of sanctioning if the potential benefits of their actions exceed those costs [18].

In online communities, norms also have an important role in guiding acceptable behaviors [57]. Implicit social norms (as opposed to explicit norms) put pressure on online community members to identify and obey them, and they incentivize individuals to forgo questionable behavior – especially when violating them will result in social sanctions (e.g., disparaging remarks or loss of reputation) [14, 32, 84]. Building on Ostrom’s framework [72] of the collective governance of shared ‘common-pool’ resources, Garg et al. [32] argued that designs for community governance of privacy require encouraging dialogue between community members, enabling transparency of information flows, and supporting enforcement of community norms. Social norms and sanctions have been studied in the field of online communities through technology specific studies of, for instance, social networking sites (i.e., Facebook) [40, 50, 64, 79, 97], online dating services [28], live streaming platforms [82], social voting sites [17] and other online communities [14, 66, 84, 105].

Due to the popularity of Facebook among college students, norms and violations on Facebook have been well studied [40, 50, 64, 79, 97, 103]. Hooper and Kalidas [40] provided a list of unacceptable behaviors and content on Facebook that emerged among college students, including offensive, unprofessional, or embarrassing posts and breaching others’ privacy. Heated interactions in public (i.e., on Facebook ‘walls’ or through comments) were also seen as inappropriate and a norm violation on Facebook [64]. To explain how people responded to unexpected behaviors on Facebook, McLaughlin and Vitak [64] studied the evolution of norms and their violations through the lens of Expectancy Violation Theory (EVT) [12, 13]. EVT states that deviation from expected behaviors always brings more attention to the violator and to the correct interpretation of the violation. The viewers’ reactions toward the unexpected behaviors (whether negative or positive) usually depend on their relationships with the violator and the context (e.g., environmental constraints and privacy) of the situation [13]. McLaughlin and Vitak [64] further found that when norm violations occur, the closeness of the relationship plays an essential role in determining the sanction. With friends, individuals were more likely to confront the violators whereas with acquaintances the severity of the violation played a role in determining the right sanction. However, McLaughlin and Vitak’s work did not discuss how people react to minor norm violations (violations that do not directly impact their privacy or self-presentation goals) from their friends. Wolfer [103] also studied college student perception of Facebook drinking posts and found that many participants considered posts depicting underage drinking and drunken vomiting as inappropriate; however, the vast majority did not sanction such posts by leaving negative comments, preferring to ignore such posts.

Taking into account the strong bond between norms and sanctions, our position is that eliciting stories about sanctioning is an effective means of identifying norms, since sanctions manifest when a norm has been violated. We are primarily interested in the different strategies young adults use to sanction inappropriate behaviors and content. In addition to understanding the sanctions and
norms, themselves, we also aim to understand whether sanctions succeed in making violators understand the social norms they violated, so that future violations might be reduced.

3 METHODS

We conducted semi-structured interviews with 23 college students over a five-week period on a large college campus. Students were recruited through flyers placed in common areas and online university classifieds. Our eligibility criteria for participation was that a participant must be at least 18 years old and a frequent or active user of Facebook and Snapchat. Participants completed an informed consent form at the beginning of each interview. Our university human subjects ethics board approved this study.

The interviews lasted 36–85 minutes ($M = 56$ min, $SD = 11.65$ min), and each participant was compensated $15 USD upon completion of the study. Of the 23 participants, 16 identified as female and 7 identified as male. Most of the participants (18) were undergraduate students, five were graduate students (all aged 18–26). They came from diverse fields of study, and represented different ethnicities (White (11), Asian (7), African American (6), Caucasian (5), and European (1)). All participants reported they had been using Snapchat and Facebook. Most (20) were using Instagram, a majority (15) were using Twitter, and a few (<3) were using LinkedIn, Tinder, Tumblr, and WhatsApp. The majority (18) reported posting content on their social media accounts frequently or occasionally.

All the interviews were conducted in person. We employed critical incident technique [20]; once participants told us stories/incidents, we probed for specific details, allowing participants to control the narrative and help us understand what occurred from their perspectives. The audio of the interviews was recorded. After the first nine interviews were complete, we transcribed, anonymized, and analyzed the collected data. First, one of the researchers analyzed the transcripts using an iterative coding process involving both open and axial coding [89] to create an initial code book. Then, all researchers met multiple times to discuss the identified themes. These discussions led to an update of the semi-structured interview protocol focused around select themes that we felt were underdeveloped and deserved more probing. This updated, focused protocol was then used with the remaining 14 participants. Researchers met again and analyzed the collected data using the aforementioned process. We reached thematic saturation after the first 16 interviews, and the remaining seven interviews confirmed our identified recurring themes. Memoing, incorporating our code book, was done throughout the process. These memos revolved around codes such as “Where did the violation occur (e.g., Snapchat, Twitter, or Facebook)?”, “Sanctioner relationship with the violator (e.g., friend, family member, or acquaintance),” and “How did sanctioner sanction (e.g., on-site, off-site, collaboratively, or/and individually)? ” which form the basis of our paper’s findings and discussion.

Our initial semi-structured interview protocol investigated the sanctioning behaviors people use when someone violates their expectations about what or how content should be shared on certain social media. The final protocol emphasized our interest in the similarities and differences of social norms on different social media sites, people’s sanctioning reactions associated with the violation of these norms, and participants’ evolving attitudes and behaviors around content sharing and collective sanctioning on social media. Each participant provided at least three stories where the participant: 1) witnessed a sanction, 2) sanctioned others, and 3) were sanctioned by others for violating a social norm on an SNS.

4 FINDINGS: NORMS OF (IN)APPROPRIATE CONTENT AND BEHAVIORS ON SNS

Before describing how students sanction violations of social norms on SNS, we first detail what these implicit social norms are and how they differ across SNS platforms. Some of the content
and behaviors that participants identified as inappropriate (for which they sanctioned others or were sanctioned by others) were consistent with norm violations reported in previous studies [40, 64]. However, while “breaching others’ privacy” is generally pointed out as a norm violation on Facebook [40, 64], these studies do not elaborate on the ways in which violations occurred. When our participants were asked to identify inappropriate content and behaviors on the different SNS that they use, participants disapproved of sharing information that could compromise others’ privacy. This includes sharing content without consent (e.g., sharing screenshots from Snapchat or other re-sharing from one medium to another), releasing personal information about others, harming someone’s or one’s own image/reputation (e.g., sharing embarrassing or risqué photos; strongly worded, opinionated posts; and online personal attacks), and tagging someone inappropriately (e.g., in provocative pictures or revealing their location).

Maintaining one’s privacy, and being considerate of the privacy of one’s friends and family members in what individuals share about themselves or others, was an essential goal for most participants [54, 64]. A small portion of participants (N=4) were also concerned about people they did not know.

In addition to concerns about direct violations of privacy norms, we elaborate on two themes that were salient in our interviews: (1) inappropriate privacy ‘intrusions’ – interruptions to “one’s activities through the unwanted presence or activities of another person” [86, p. 553] – upon our participants’ online space and (2) participants’ perceptions of social norms across different SNS they use.

4.1 It Intrudes on My Personal Online Space

While participants believed that others had the right to post whatever they wanted, they also thought some posts should not be shared online. Participants identified various types of content as inappropriate such as content of a sexual (e.g., nude pictures and people wearing revealing clothes) or illegal nature. They also mentioned that “too much” daily content is inappropriate across all SNS, especially on Facebook. Regarding Facebook and Twitter, participants also stated that negative posts, strongly-worded or opinionated posts, and posts attacking others were inappropriate. Others’ inappropriately shared content did not actually impact participants’ informational privacy. However, this content did invade their privacy, as participants argued that it ‘intruded’ on their online personal space (e.g., newsfeeds, timelines, and subscriptions), exemplifying Solove’s [86, p. 553] explanation that such a violations are “invasions or incursions into one’s life. It disturbs the victims’ daily activities, alters their routines, destroys their solitude, and often makes them feel uncomfortable and uneasy.” For example, P3 said: “I didn’t really talk to her as much, and just the fact that I disagreed so strongly with what she was trying to say, I figured I didn’t really need to see that on my feed all the time.” When participants’ navigation on the site was intruded upon by others’ content, participants were likely to engage in sanctioning behaviors. Thus, participants do believe that others have the right to post whatever they want – as long as it doesn’t violate the viewers’ privacy by violating their expectations of appropriateness. Our participants expected compliance with norms of sharing on different SNS.

4.2 Violations and Contexts: Perceptions of social norms across SNS platforms

We asked participants how they shared content differently across the different SNS. We also asked them to describe a content-sharing incident that was inappropriate in specific social media. Participants justified their sharing decisions or the inappropriateness of a specific sharing incident by describing the norms of use applied on different SNS. Participants discussed four factors that determined what information they wanted to share on a particular platform: (1) degree of publicness; (2) expected audiences; (3) reasons for use; and (4) the technical tools available for managing who
Table 1. Sanctions for managing content sharing and privacy in SNS

<table>
<thead>
<tr>
<th>Sanction</th>
<th>Online</th>
<th>Invisible</th>
<th>Collective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confronting</td>
<td>No</td>
<td>No</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Gossiping and complaining</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Passively reacting by ignoring/letting it go</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Removing the violators/violated content</td>
<td>Yes</td>
<td>Yes/No</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Implying disagreement by not actively approving</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Uncoordinated and coordinated attacks using comments</td>
<td>Yes</td>
<td>No</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>

Participants depend on a range of strategies to sanction inappropriate behaviors. Some of these sanctions took place off-site away from the social media platform where the inappropriate behavior can be observed. Our participants saw Facebook as the most public platform and Snapchat as the most private platform, whereas Twitter and Instagram fell in-between these two.

Therefore, although participants identified similar types of inappropriate content sharing or behaviors across different SNS, sometimes (N=4) the severity of violating norms of sharing depended on where it occurred. This can even, sometimes, impact the strategy to sanction the inappropriate content sharing: “Someone posted a video of me [on Snapchat] when I was drunk, but I wasn’t as upset about it as [I would have been] if it would be on Facebook because it disappears.” (P5). While such a photo of P5 might still tarnish her image, sharing it on Snapchat – where the content is ephemeral and more private because of the limited audience – made her more willing to tolerate and ignore such sharing.

Having covered the social norms of inappropriateness on SNS, in the following section we will explore how people sanction each other when they violate the norms of proper sharing and behaviors on social networking sites.

5 FINDINGS: SOCIAL SANCTIONING STRATEGIES

When participants felt that their expectations for appropriate posting were violated, they tended to apply sanctions, showing that specific content was not welcome in a specific online space. Participants relied on several strategies to manage violations. Building on categories from prior research [7, 23, 54, 54, 78, 102] on the regulation of online boundaries and privacy management, we classified these strategies into the following categories: (1) on-site and off-site sanctions; (2) individual and collaborative sanctions. Based on our findings, we also contribute the new category of (3) visible and invisible sanctions. These three dimensions represent (1) where the sanction takes place – on-site, where the violation occurred or off-site, away from the online space in which the violation occurred; (2) who applies the sanction – a person or a group; and (3) how apparent the sanction is to the violator – visible or invisible. Each sanctioning strategy can exhibit multiple characteristics – for example, “blocking” prevents an individual from seeing, posting, and replying to comments on one’s account. It is a visible, on-site sanction that could be applied individually or collaboratively. Table 1 illustrates the list of sanctions used by our participants and their categories. We elaborate on the content of these categories and their subcategories below. Because of our main interest is in impacting the technological affordances in SNS that allow viewers to sanction inappropriate content and behaviors, we begin by organizing our findings under the first dimension: off-site and on-site sanctions.

5.1 Off-site Sanctions

Participants depend on a range of strategies to sanction inappropriate behaviors. Some of these sanctions took place off-site away from the social media platform where the inappropriate behavior
originally occurred. These types of sanctions happen either face-to-face or via another communication medium (e.g., phone calls and text messaging). This ‘modality switching’ – the “shifting of interactions from one communication channel to another” [77, p. 288] – is part of everyday boundary regulation strategies. Due to the lack of collaborative privacy controls on SNS, this shift from on-line to off-site channels was a ‘workaround’ that participants used in order to sanction inappropriate online behavior [78] (e.g., requesting the deletion of a photo). Participants also tended to use off-site channels when they believed that the current SNS functionality (e.g., blocking and unfriending) might do more harm than good (e.g., by affecting the quality of one’s relationships with others in an undesirable way).

We found that our participants depended on three general categories of off-site sanctions: confronting the violator, gossiping and complaining about the violator/violation, and reacting only passively to the violator and their unacceptable post.

5.1.1 Confronting. When the shared content might compromise someone’s privacy, individuals prefer to negotiate by confronting the violator [78]. Participants directly confront the violator face-to-face or by using private messages. They do so to restore their own privacy or admonish the violator for the violator’s own sake, e.g., when the shared content could possibly affect the violator’s image or reputation. While directly confronting violators, participants avoided doing so ‘publicly’ – online or in-front of other people. As one participant put it, “I wouldn’t want to get in a fight on Facebook that is then written down and in public” (P5). The goals of confronting violators vary, from restoring one’s own privacy to actually looking out for the violator.

Restoring one’s own privacy. The majority of our participants have directly confronted and negotiated with a friend or a family member to restore their sense of privacy. Likewise, they report having been confronted when they violated others’ privacy. For the most part, participants gave their friends “the benefit of doubt” (P6), meaning they believed friends did not intend to violate their privacy or harm their reputation. Nonetheless, they explicitly confronted friends to set expectations about their behavior and/or to ask them to delete the inappropriate post. P18 texted her friend to delete an unflattering photo of her Instagram:

[On] my birthday someone posted on Instagram an old picture of me in like seventh grade from my Facebook, and I just looked so bad. It was like I was making a really weird face and I had braces, and I was not just embarrassed. It was really bad. I think I texted her and said, “That’s so bad. Can you please take it down?” (P18)

P18 did not want to affect her image by “bad” photo that would stay on Instagram forever.

Admonishing violators for the violator’s own sake. While participants in this category still confronted the violators off-site to sanction their inappropriate behavior, here, the intention was to instead to protect their friend’s (i.e., the violators’) reputation from their inappropriate behavior. P12 describes below approaching her friend:

[It] happened where someone posted a photo with a caption that didn’t correspond with the photo they posted, and they clearly posted a naked photo on accident. That seemed terrifying and so embarrassing and I texted them. I was like, “Okay, there’s a photo. I think you may have accidentally posted something instead of a different photo.” It was an accident, and it was taken down immediately. (P12)

P12 was aware of a photo her friend shared that could possibly put her in an embarrassing situation with her online friends and followers.

Participants felt that they had a duty to warn friends about the possible negative consequences of their inappropriate posts. Nonetheless, they confronted others carefully and politely; maybe because participants realized that friends might not always appreciate their advice. Some participants
described their friends’ reaction to their advice as terse, e.g., ‘Noted. Thank you.’ Their friends did not get angry because of their intervention, but they also did not necessarily consider such advice.

In a few cases, participants even collaborated with other friends to advise a mutual friend about the possible bad consequences of posts:

[S]he has posted things that were just straight out illegal to do, and she’s put them on Snapchat . . ., but some of my friends we had to talk to her and be like “You can’t be doing that or posting it because it’s very inappropriate.” She was more confident in her side, saying that it’s her life, and she can share what she wants, which is true. We were just looking out for her. (P3)

Even with this collaborative effort, P3’s friend evidently did not appreciate the advice.

Despite the intention of confronting the violator, this visible sanction, applied individually or collaboratively, requires mutual attention and willingness to take into account others’ concerns over privacy. Participants did not only care about their own privacy and image, but they were also considerate of their friends’ image and made entreaties to them when necessary. It is not surprising that this modality switching and the use of more than one medium in communicating was more prominent among those with strong ties versus weak ties [38].

5.1.2 Gossiping and Complaining. Sometimes participants wanted to avoid an online argument with the norm violators, or they felt helpless to do anything about what had been posted. Therefore, the majority of our participants (N=20) chose to invisibly sanction the violator by getting in contact with their friends and relatives off-site, away from the SNS platform, to discuss what happened. Participants gossiped, in other words, with people who would sympathize or share their point of view about posts with which they disagreed. As one participant put it, “some things do rub people the wrong way, and I understand that they just have to vent about it to feel better” (P3). In fact, when P3 disagreed with her friend’s opinionated post about people’s sexual orientation, she said: “I didn’t post anything back. I had just been talking to my roommate about it because we’re on the same page” (P3). Instead of leaving any online comments, she chose to gossip to another like-minded friend.

Many times, participants made screenshots to serve as evidence when they witnessed inappropriate behaviors, using them to “reinforce the fact that it was unacceptable” (P10). Participants also wanted to record others’ violations for affirmation to, “make sure that, is it [just] me who is feeling this, or are others feeling it as well, feeling the same thing that I’m feeling?” (P10). Technological tools (e.g., storing chat logs and screenshots) were used to increase the degree of social control possessed by gossiping witnesses [31]. P2 took a screenshot of her casual friend’s Snapchat post to show her friends because she thought the pictures were “too extreme,” even for Snapchat: “I showed and told a few friends about this [inappropriate pictures], and we were just like ‘Wow she should not have been posting this on Snapchat’ ” (P2).

Some participants complained to others after they felt uncomfortable or even angry because their privacy was violated, but they could not do anything about it since violators insisted that they had the right to do what to do with their disputed content. Participants complained to their friends to avoid conflict with the violator or to avoid confrontation in the first place. When P5’s friend violated her privacy by refusing to remove a photo of her drinking on Facebook, she felt helpless and decided to complain to her friends for comfort and affirmation: "I talked to my other friends about it, and they were upset too, but it’s her account, so none of us could take it down.” (P5)

Gossiping and complaining, an invisible, collaborative sanction, thus allows participants to loudly express their opinion and disagreement while seeking affirmation and sympathy from other people, often hiding their dissatisfaction from the violators, themselves.
5.1.3  Passively Reacting by Ignoring/Letting It Go. Sometimes when participants noticed an inappropriate post shared by close friends or family members, they were hesitant to perform any proactive interactions—whether this was confronting the violator or discussing violations with people in their circles. Instead, participants chose to passively and invisibly sanction the inappropriate behavior by ignoring the violation. Many of our participants (N=13) described “ignoring,” “disregarding,” or “letting it go” as a way to sanction inappropriate behavior in their own minds without having to make a bigger deal out of it. In addition to close friends and family members, this sanction was carried out to avoid confrontation with people they did not know well or whom they knew just casually. P4 described this ignoring sanction: “Unless it’s a close friend, usually I don’t say anything. Usually I’ll ignore it, and I’ll just think to myself, ‘Wow they really probably shouldn’t have posted that.’ ” Her strategy is to ignore inappropriate behavior unless the person in question is close enough to feel comfortable confronting.

In contrast, P16’s and P17’s strategy of ignoring involves deliberately switching from the current social media platform where the violation occurred to another medium or place. P16 explained how this strategy is easier than taking an active position toward this violation:

In general, probably switch social media. So if I’m on Instagram and someone is posting something and I’m tired of seeing the same thing, I’ll just go to Facebook instead or something, or go to Snapchat. . . . It’s easier than causing confrontation and addressing it unless it’s something really bad, then I would take action.

(P16)

This strategy embodies an “out of sight, out of mind” philosophy, helping to keep individuals from crossing the line into thinking they should do something more visible about an inappropriate post.

Even when participants wanted to comment in these situations, they hesitated for fear that they might create a heated argument. They preferred to ignore the violation and remained silent: “I just felt like people that did comment . . . it was never like a civilized discussion. It always just like blew up and created like a bunch of drama, so I wasn’t about to do that” (P3).

Participants who sanction by invisibly ignoring decided to take a minimal reaction toward the behavior or content that they found bothersome or inappropriate in some way. Most of them justified their choice by severity of the violation and how offensive it was; with minor violations (e.g., too many uninterested/daily posts), they found that it was not worth the effort and possible consequences to make an issue out of it.

5.2  On-Site Sanctions

Social networking sites usually provide functionality to their users to control and manage their privacy and boundaries with others. We found that participants used several of these tools (e.g., blocking, unfriending, and online comments), and refrained from using others (e.g., by deliberately not liking a post) in the sanctioning process. However, because most of the on-site sanctions are presumably visible to everyone (i.e., to the violator as well as other followers), we found that, in general, participants use these strategies with caution when the person they want to sanction is a close friend or a family member.

5.2.1  Removing the Violators/Violated Content. The majority of our participants have, at least once, chosen to remove the violators or the violated content by blocking, unfriending, or deleting the violator or the content from their social media for various reasons: (1) to end an aggressive online argument, (2) because the friend shared “too much,” (3) because participants disagreed with some of their original or shared posts, or (4) because the shared content harmed their reputation. Blocking, unfriending, and deleting content are presumably visible – some more visible than others – to the violator. However, when participants used these features neither the platform nor the sanctioners notified the violators. Therefore, unless the violators perceived certain system cues that such an
action took a place (e.g., the Add Friend button is reactivated) [60], this sanction might remain unobserved to the violators.

**Blocking, Unfollowing and Unfriending.** Participants rarely blocked or unfriended someone with whom they have a strong tie offline. They did not want to affect their relationships with people they are close to, even when struggling with their norm violations:

> I think if it was definitely one of my close friends who posted something like that [how same-sex marriage is really wrong], it would be more of an internal struggle to unfriend them because I know they would be upset. (P4)

Instead, participants more readily unfriended or blocked weaker ties – acquaintances, friends of friends, or people they only met online. P3 explained why she decided to unfriend a Facebook friend who posted something with which she disagreed:

> Someone from my high school had posted a very strongly worded message about the presidential election and they were trying to convey views that I disagree with, and they were using instances that I thought were taken out of context, so I had unfriended them after I had read it. . . . I hadn’t kept in touch with her and I wasn’t as close . . . just the fact that I disagreed so strongly with what she was trying to say I figured I didn’t really need to see that on my feed all the time. (P3)

P3 wanted to have more control over her personal online space; she did not want content that she disagreed with to appear on her newsfeed and interrupt her navigating experience. Therefore, she decided to unfriend the violator to manage her personal space; because “there’s no way to ‘not-like’ something on Facebook” (P3).

Although participants used the terms “delete,” “unfollow,” and “unfriend” interchangeably to mean ceasing to follow someone on social media, in a few cases (N=5), participants used the term ‘unfollow’ to refer to instances when they would stop receiving any posts on their newsfeed from a friend while retaining the person as an online friend. Unfollowing as opposed to unfriending allowed participants to invisibly sanction violators for their behaviors. P14 decided to unfollow her grandparents because she did not like their posts:

> On Facebook, I’ve muted my grandparents because I don’t want to see it. . . . They just post the stuff they find amusing and I don’t find amusing” (P14).

P4 explained how unfollowing, as opposed to unfriending, might save people from unnecessary stress in their relationships with close friends:

> I think now also that there’s an option on Twitter where you can mute people, and so it still says that you follow them because, as stupid as it sounds, if you unfollow one of your friends, they’re going to be upset. So sometimes I’ll do that [mute people] if they post stuff that I don’t like. (P4)

As P4 mentioned, this convenient sanction allowed participants to stop annoying updates on their newsfeed from people with whom they have close ties but do not want to confront or risk adversely affecting their relationship by unfriending them.

Although blocking and unfriending are all primarily individual sanctions, some participants (N=5) encouraged their friends or relatives to apply these sanctions on others; some were themselves part of this collaborative sanctioning. P14 explained how she kept following and unfollowing a friend who was involved in an online fight with another friend to respect her group decision to do so:

> The same girl who was in a fight with my friend, I know I’ve unfollowed and re-followed her probably six times. I know most of them were for group reasons, but also she’s a drama queen. . . . Making it a point to kick that person out of our life sort of thing. It’s kind of like a big, “We don’t care about you anymore,” which is terrible when you think about it. (P14)

P14’s group-level sanction conveyed in this visible way that the friend’s behavior was unacceptable, and she was not welcome in their group anymore. Participants usually reported engaging in this kind of practice without warning the violators or letting them know why they were sanctioned.
 Deleting Content. Participants also sanctioned inappropriate behavior by deleting the inappropriate comments. Deleting one’s own content in order to simultaneously delete others’ reactions to it is another way to express strong disagreement with violators’ inappropriate behaviors:

A friend of a friend, he was running for... some type of congress position but it was more of like a student type thing. And one of his friends went really far back into his Facebook and commented on something really dumb. [I]t was just something that he wouldn’t want to bring up to the surface now that he was in the spotlight and they commented on it. And so it went back on everyone’s timeline and he was really angry about it. . . . [H]e ended up deleting the entire post (P4)

Because the friend’s recent comment made the old post re-appear in the other friends’ timelines, and in order to maintain self-presentation for the expected job position P4’s friend decided to delete the entire post.

5.2.2 Implying Disagreement by Not Actively Approving. Sometimes participants sanctioned violations by intentionally not approving the inappropriate content. A few participants (N=5) described how, just as some online could imply affirmation and agreement (e.g., liking and retweeting/resharing) with inappropriate behavior, the absence of these signals could be used to imply disapproval and disagreement. P18 described a situation when her friend posted a half-naked picture of his girlfriend without her knowledge, stating that liking that picture was as bad as posting it:

“There were people that were liking it, and I thought that was kind of similar to the person posting. If you’re liking it, you’re supporting it, and I didn’t think that was appropriate” (P18). P14’s friend retweeted a tweet about drugs that she likes, and P14 mentioned how resharing content conveys an implicit agreement with the content:

“The way I view re-tweeting, and re-blogging, and re-posting is that’s your views that someone else has said, so you’re going to support them by re-tweeting it” (P14).

On the other hand, participants described incidents when they intentionally decided to avoid any active reactions (i.e., liking and commenting) to imply disagreement about the violation. P7 explained how she sanctioned her friend by intentionally not replying to her private snaps:

“I feel like, on Snapchat, if you’re cool with it, you snap back a response like, “Oh awesome,” or you snap back something similar. So by my not replying to her stories, it was kind of like, “Yeah, I saw them, but I don’t want to engage in that.” . . . Because I feel like, on a private snap, it’s the same as a text message.” (P7)

P7, who believes that private snaps are similar to individual text messages – where there is an ‘obligation to reciprocate’ among college students’ SMS usage [95] – decided to ignore her friend’s private snaps to imply that she did not like the content of those snaps. Similarly, when P21’s uncle left a negative comment on his cousin’s political post, he decided to reply to his cousin and intentionally ignored the uncle’s comment: “I had commented something showing solidarity for that person and being like, ‘I agree with what you say,’ not really talking about what our uncle had commented” (P21). P21’s reply to his cousin was a deliberate sanction of his uncle; it conveyed that he did not support the uncle’s point of view.

Similar to passively reacting by ignoring the inappropriate content – deliberately having no reaction toward the norm violations – this sanction might remain totally invisible from the violators.

5.2.3 Uncoordinated and Coordinated Attacks Using Comments. Giving direct feedback on inappropriate posts – commenting – is the easiest way to visibly sanction people on social media. Despite its ease, participants used commenting with care for people with whom they had strong ties. When participants felt they had to comment to sanction friends and family members, they found ways to indirectly convey their message (e.g., joking, watching their tone, and being polite) to avoid disputes with the violators:
I follow my mom, and from time to time, she makes posts. . . [S]he posts selfies of her, and I’m just like, “Are you kidding? Selfies are supposed to be for me.” I know [that] was mean on social media, but she had made a bunch of selfies, and I was like, “Who do you think you are?” And then all her friends and family members mass jumped on me. . . . And I was just like, “I’m just joking my mom knows I’m joking.” Yeah, but I wasn’t joking at the same time. (P1)

P1, who left an intentionally rough comment on her mom’s selfies, claimed online that she was “joking,” even though she was not. Few participants, like P9’s, explained how their toned down response allowed their friends to think about how others might perceive their post and resulted in their friend deleting the disputed post.

On the other hand, with acquaintances, participants were more willing to give more aggressive, direct feedback:

I shared an article. . . . It was like debunking a lot of myths about abortion as far as development and when life begins. . . . I had an aunt that was like, “Oh, I didn’t know you felt this way. Would love to talk with you about it.” I respected that because that wasn’t like, “Oh, you’re wrong.” She was very civil. . . . But I did have a classmate (who is very conservative and disagrees) just post a very negative, “I can’t believe that you would share this. There’s no factual evidence.” (P12)

While P12’s aunt was polite and indirectly expressed her disagreement about the post, on the contrary, her classmate’s response was more direct and aggressive.

While giving feedback is an individual strategy people use to convey their disagreement, sometimes it may look like uncoordinated collaboration. Often, when a controversial or inappropriate post was shared, participants expected that the post would be critiqued by audiences. This uncoordinated collaboration by others – where people seemed to be ganging up on the person without any explicit collaboration – usually led to a heated online argument. This argument was not only directed at the original poster, who is usually the one to be blamed for posting in the first place [94], but it was also directed toward the commenters. P1 described what happened when a strong comment was left on a culturally offensive post shared by a friend from high school:

I asked [him] to take it down, and I did it in the comments, which is something I usually don’t do. . . . [They] weren’t even talking about my culture or me as a person, but it was really offensive. A lot of people were in the comments disagreeing with him, and then disagreeing with each other, and it became way bigger than what it needed to be. (P19)

One the other hand, sometimes participants (N=11) felt the need to step up and take an action toward inappropriate behavior; however, simultaneously and, to be more effective, they coordinated with others (e.g., with family members and friends) to bring more attention to the violation – mainly by texting and confronting them off-site. Most of the time, these sanctions were designed to protect a person who did not know about a violation and because an individual alone could not do anything to stop it. In these situations, participants tried to coordinate with others to sanction the violator (e.g., report and/or attack the violator using online comments). In the following incident, although P18 did not personally take action, her friends kept P18 and others updated as they requested a violator to delete a disputed photo:

[A] guy that went to my high school posted a picture of him in a bathroom with his girlfriend and her back. . . . [S]he was naked, so her whole backside was revealed in the picture. . . . I didn’t know if she was aware and so it was even worse thinking that she might not have been aware. . . . [I]t was one of my friends [who] texted me about it. . . . A lot of that was just like people talking outside of Twitter but telling people to go look at Twitter. . . . [S]omeone else texted me that he deleted it. . . . I remember some of my girlfriends were responding publicly to the tweet, saying like, “You should take this down.” (P18)
When P18’s friends thought this person violated someone else’s privacy, they stepped up to sanction this person, eventually successfully pressuring him to delete the image. Most of the time, participants reported that this aggressive, publicly coordinated sanction successfully pressured violators to comply with social norms.

6 DISCUSSION

We have found that college students use systematic strategies to sanction norm violations regarding inappropriate content sharing and behaviors. Taking the view that sanctions enforce and sustain social norms, we believe it instructive to first discuss the **effectiveness** of these strategies to sanction norm violations on SNS. We then discuss how design can help to make social norms more **visible** to SNS users. Recognizing that communities are at least partly defined by their expectations for civility and confrontation, for instance, we do not advocate for any particular set of expectations or for the policing of those who violate these expectations, per se. Rather, we wish to provide a means to help support communities in creating whatever kinds of interaction spaces they prefer.

6.1 A Preference for Discreet Sanctions

Despite agreeing on implicit social norms, our participants were often reluctant to take an **active** role in sanctioning violators to enforce norms. As our findings show, regardless of who was sanctioned, most strategies used by participants to sanction norm violations were either **invisible** to violators or **visible but without explanation**. This suggests that current sanctioning strategies might not be effective for users who wish to be warned about their violations to better understand their audience and how to be considerate to other members in the community. In fact, violators may see the **absence of reaction** as implicit support for what they have posted [103].

The alternative is to directly confront norm violations. McLaughlin and Vitak [64, p. 14] note that "confrontation decreased the likelihood that the individual would violate the norm again and ensured that the relationship could continue to be a mutually beneficial one." However, while our participants confronted friends more than acquaintances [64], in general, they still preferred to avoid **direct** confrontation whenever possible because imposing sanctions has a **social cost** to violators as well as to themselves. Confrontation – whether done off-site or on-site – could result in negative repercussions for relationships or escalate to public fights.

In every interaction, **there is a constant tension between the desire to support the community through sanctioning for norm violations and the simultaneous possibility of undermining one’s relationships with others**. This tension became apparent with participants who especially did not want to negatively affect strong-tie relationships. Therefore, participants refrained from providing direct feedback to their friends and family members unless their own privacy was directly violated. Moreover, when participants did confront those with whom they had strong ties – sometimes for the violator’s own sake – they did so very carefully in both face-to-face and public online comments. Minor violations (e.g., too many posts or overly opinionated posts) were often met with sanctions that were invisible to the violator – e.g., passively reacting, unfollowing, or gossiping to others about the norm violations. The majority of participants resorted to gossip, in fact, because it was the one option that allowed them to maintain a semblance of power and control [45] while still avoiding direct confrontation with family and friends. Gossip plays an important role in conveying information about social norms. Stories about norm violations are often more informative than stories about actions that conform to expectations [4]. Yet, the subject of gossip – the norm violator – is rarely in the loop [6]. Thus, in these instances, too, violators may not learn about their violations and may be less likely to change their behavior in the future.

With weaker-tie relationships, confronting violators was also seen as undesirable. Participants, however, felt neither a desire nor a duty to report violations. Instead, when an acquaintance violated
a norm, whether once or repeatedly, individuals decided to simply ignore, block, or unfriend them to avoid any possible conflict. While blocking and unfriending are ostensibly visible sanctions, they do not actively signal to the violators why the action was taken, much less the exact norm violations committed. Individuals, for example, who consistently post profanity-laden content and/or attacks on others may never know that their behaviors led them to be unfriended by others. They may continue violating norms, remaining unaware of the implicit social norms of their community. Public comments sometimes did not help, either. While some participants responded to an offending post in the comments section to directly sanction the violator, most of the time these public comments were viewed as aggressive and led to heated arguments. For our participants – although perhaps not for others – engaging in heated arguments was itself seen as violating a social norm – an uncivil and unproductive way to sanction violations. Overall, such sanctions may hastily ostracize community members, preventing them from learning to become more civil contributors.

In general, many of our participants preferred an indirect approach, and yet as we argued, many of these actions remain invisible to the violator. Therefore, in addition to approaches that facilitate direct sanctioning and which social media platforms already provide (e.g., commenting and blocking), we argue that the design of online sanctioning tools that avoid direct confrontation and use more indirect methods should be further investigated. One way to facilitate indirect sanctioning, for example, is to design tools that allow ‘plausible deniability’ when applying a sanction. Such indirect mechanisms can be an effective approach to encourage risk-averse users to sanction norm violations while maintaining their privacy if they prefer to hide their actions.

6.2 Designing for Signaling Norm Violations

Excessive online regulations that attempt to design for conformity while failing to understand the dynamic nature of norms on social media [17, 24] can create oppressive spaces with little room for changing or emerging of new norms [71]. By first learning a community’s social norms and expectations of behavior, an individual can then know how to best influence a community to change or challenge its norms. For instance, research has shown that people will intentionally violate norms to instigate change in their community [48, 74]. Therefore, regulations that seek to enforce conformity on SNS risk ostracizing certain members of a community. It can, for instance, put pressure on those holding different values to conform to online norms (e.g., by avoiding sharing certain information or stripping them of their multiple online identities) to avoid social embarrassment and stigma [10]. Regulating SNS can also prevent individuals from sharing stigmatized experiences (e.g., depression or sexual abuse) that are not necessarily inappropriate, but might be anti-normative to their communities [2, 81]. As a result, members may leave and/or seek support in other space(s) [81]. Yet, sanctions that leave violators ignorant of their transgressions are not effective instruments for creating a healthy community, either; they do not help individuals learn what, exactly, are the community’s social norms. The challenge is for creative solutions that can support diverse online environments by providing normative stability as well as the capacity for challenge and change within different kinds of communities.

Villatoro et al. [98] provide an important clue for how this balance can be achieved. They describe two enforcement mechanisms to maintain social norms: ‘punishments’ (where the wrongdoer faces some negative cost such as being banned or being unfriended) and ‘sanctions’ (where a violation is signaled to the wrongdoer with, for example, a warning). Villatoro et al. [98] found that sanctions made social norms more salient and spread more quickly in the community than if the norm violations were enforced only by punishment. Given our findings, we argue that the current design of SNS is ill-suited for effectively signaling norm violations while maintaining participants’ goals. Designing for transparency, rather than conformity, is a more productive approach. Finding ways to signal and make norms more visible to the users – without necessarily punishing them for violating...
the norm or non-conformity – is a key design opportunity to support sanctioning that does not harm extant relationships or cause conflicts (online or offline), while maintaining the public image of all parties.

Below, we identify implications for designs that we believe can help online community members take an active role to signal norms as well as render these norms more transparent to others without confronting violators or harming social relationships.

6.2.1 Feedback: Between direct and indirect. Feedback, whether it is ‘negative,’ ‘positive,’ or ‘norm reinforcement’ [65] (i.e., teaching norms by rewarding high-quality contributions and punishing low-quality ones) has been shown to play a significant role in producing and sustaining high-quality contributions in online communities [51, 65]. As mentioned in Section 5.1.1, when applying sanctions, people sometimes directly communicate with individuals with whom they have strong ties. While most SNS allow private messages, people struggle to convey the violation to the violator without causing embarrassment or face-threat. Providing a list of pre-written messages to signal different types of violations might be beneficial because it allows people to confront a user directly without an accusatory message that refers to the situation at hand. Of course, the tone of the message could, itself, provide users with a choice of more direct and indirect face-saving options [11]. For example, if the individual was tagged in an unflattering picture and wanted to send a message to the person who posted the picture, the choices might range from directly asking the violator to remove it to just signaling disapproval of the act. Showing disapproval without directly imposing the removal action minimizes the face-threat and the violator might then voluntarily remove the picture.

6.2.2 Anonymity: Indirectly keeping the peace. One of our goals is to support individuals who primarily want to “keep the peace” with norm violators. Toward that end, we also propose designs that allow viewers to indirectly sanction by providing anonymous feedback that signals the occurrence of a violation to the violator while providing them with ‘plausible deniability’ as to whether they imposed the sanction. With anonymity, people are more likely to give criticism [42, 43]. Friends who observe inappropriate content-sharing by another friend should be able to anonymously report this content and include specific information about the violation. Rather than sending this report to the social media authorities or administrators, this report could then be directly sent to help the violator learn about the violation. Anonymous feedback can also facilitate collaborative ways of sanctioning. Receiving multiple anonymous reports – but with a face-saving, private option – can indirectly but strongly signal to the violator that this behavior is inappropriate and violates community members’ expectations. We envision that feedback about violations could also include the number of requests to remove inappropriate content; the reason behind deleted replies left under others’ posts; and tags such as “too personal,” “invades others’ privacy,” and “too combative.”

Anonymity, moreover, might help with heated arguments that participants found unproductive for sanctioning inappropriate behaviors (Section 5.2.3). Distributed social moderation is used by many online communities, such as Reddit [35], Slashdot [51], and Stack Overflow [62], to allow members to moderate others’ comments and contributions through ratings and/or votes. Such moderation allows interfaces to hide or bury low-quality contributions by default which may be preferred by some users [52] and discourage undesirable behaviors [51]. However, distributed moderation on social networks such as Facebook is more direct since violators can know who moderated their comments, and furthermore lacks down-voting mechanisms. Therefore, a less direct, anonymous distributed moderation option could address this issue. Allowing individuals to anonymously rate others’ comments and the quality of their posts on SNS can: (1) encourage people to be honest in their moderation without affecting their relationship goals; (2) give other users the opportunity to have a better experience navigating through the site without being disturbed;
and (3) decrease – or at least hide – heated arguments. However, as with any other moderation tool [16], this mechanism might have drawbacks – for example, down-voted people are more likely to down-vote others and negative evaluation can exacerbate trolling behavior [21, 22]. On dominant social media platforms with many users, such as Facebook and Twitter, distributed moderation might not be easy. Designs will need, for example, to address who is allowed to moderate such sites, to what extent anonymous moderators can be impartial in their voting, and the effectiveness of using such mechanisms in different SNS in decreasing heated arguments.

Despite the potential upsides of anonymity for more indirect sanctioning, there are of course potential downsides [47]. In some cases, it may be easy for violators to guess who reported the violation. Further research will be needed to find solutions to effectively anonymize sanctioners’ identities – for example, rather than sending the report immediately to the violators, a monthly report can be sent to aggregate all reported violations. Researchers also need to keep in mind how anonymity can sometimes encourage deviant behavior [47, 93] (e.g., cyberbullying [3, 61]) or inflict psychological harm by being too candid. Providing sanctioners with a specific list of common norm violations – e.g., in canned messages (Section 6.2.1) – without allowing them to enter free text might help to mitigate these unwanted consequences. Another possibility is to have the anonymized reports sent to human adjudicators who can try to verify the report, including being in direct contact with the report filer before sanctions are sent to the violator.

6.2.3 Making Support Visible to Sanction Privacy Violations. As Goffman stated, we all need “sympathetic others,” people who have similar experiences to us and “who are ready to adopt [our] standpoint in the world and to share with [us] the feeling that [we are] human and ‘essentially’ normal in spite of appearances and in spite of [our] own self-doubt” [37, p. 19]. Bastiaensens et al. [3] explain that bystanders who observed online harassment have preferences on how to support such victims. They avoid face-to-face communication and prefer to communicate with the victims online using private channels over public ones. However, privately offering support neither sanctions the violators nor helps the community recognize resistance to non-normative behaviors [9, 49, 103]. A study of HeartMob [9] – a platform that allows users to share stories of online harassment and receive support – showed that people who experienced different kinds of online harassment suffered from the lack of online public social support. This lack of support included their close friends and family who failed to understand the severity of their experiences and what they were going through – maybe because they do not see online harassment as a ‘real’ problem [9]. Yet, participants who have experienced such online harassment reported that, over time, the lack of community support made them think that these behaviors are becoming normative on social media, sometimes forcing them to abandon social media or seek support in places where people share similar experiences. In the case of more serious privacy violations, a more direct public action might be preferred. For example, individuals who want to support a victim whose privacy has been violated can hit a “support” button to assign a special logo next to the post. The goal here is not to directly sanction the violators or call them out, but to show social support to an individual under duress. This also can make the norm more visible and act as a deterrent against repeat violations. Researchers will need to evaluate the effectiveness of using such features – along with the ability to award them anonymously – to support victims of norm violations. The use of a tool like this in conjunction with the ability to award anonymously is worth consideration.

Lastly, designs that facilitate spaces for people to share their online privacy violations – which are not limited to online harassment [9] – can help community members in two ways: first, online spaces, as opposed to offline gossiping, might increase the chance of violators learning about their violations; second, it also might allow individuals to find more safe spaces to spread the word about violations and get the social support they need from each other to cope with violations [2, 9, 81].
However, designs will need to investigate alternative ways to prevent counter-productive actions against the violator (e.g., social sanctioning in the form of retributive online harassment [8]). There is also danger in outright supporting gossiping, which can lead, for example, to the spread of unfounded accusations [83].

6.2.4 Indirect, Automated Tools for Users to Learn Social Norms. One way to design for indirectness in sanctioning would remove the cost of calling out a violator altogether. Participants commonly worried more about these personal costs of correcting violators’ behaviors than the potential benefits to the violator of learning more about the community’s expectations. What if, instead, automated tools could be designed to inform violators about social norms? Computational models have been proven successful in learning the implicit information sharing norms or behavioral norms of different groups (i.e., contexts) in different SNS [17, 24]; as these tools study users’ actual behaviors and practices, individuals indirectly contribute to the process of making norms more salient. Criado and Such [24] studied implicit norms of appropriateness and distribution (i.e., contextual integrity) on SNS and presented an Information Assistant Agent that modelled implicit contexts, relationships, and information sharing norms. Their model was able to infer information sharing norms even if a small proportion of the users followed the norms. Chandrasekharan et al. [17] studied implicit social norms on Reddit by studying comments removed by moderators of subreddits and were able to distinguish between norms that are enforced widely, in specific communities, or exclusively by moderators of individual communities.

Capitalizing on these successful automated models for SNS can help users learn the norms of the different groups and mediums they communicate with and avoid inappropriate information exchanges and undesired information dissemination. On Facebook, for example, individuals can have the ability to activate such a tool for different groups they are part of (e.g., friends, family, and work, or SnapChat vs. Facebook) to study the norms of each group separately. On the “work” group if individuals share “too many” posts daily compared with the average daily sharing of other co-workers, they can receive an automated message stating that their rate of posting is an outlier. This can help individuals distinguish the norms of sharing for this specific group and change their behavior to share more wisely. Among college students – where underage drinking posts were seen as inappropriate among college students [78, 103] – those who post photos with an alcohol-related object or text, especially where they can be seen by family or co-workers, can be notified with the following message: “Sharing a photo with alcohol might be inappropriate or can affect your online self-image. You might reconsider sharing this or share it with a more specific audience.”

These automated tools, moreover, can help participants who refrained from actively reacting on-site – by not liking or resharing – to more directly signal disapproval (Section 5.2.2). For example, Twitter allows individuals to access an activity dashboard to view how their tweets resonate with their audience [96]. Individuals can have access to activities such as how many people saw, liked, or retweeted a tweet. By studying these activities and interactions on individuals’ Twitter accounts, designs may infer if people refrained from “liking” or “resharing” a tweet. For example, if the number of people who expanded a tweet to view more details about it is dramatically less than the average “liking” or “resharing” numbers that an individual’s tweet receives, this feedback may signal that the audience did not like the content of a tweet. However, resharing does not always imply agreement. Therefore, researchers will need to carefully study whether or not using such an approach can correctly identify passive reactions caused by a norm violation.

Our goal is not to restrict people’s freedom online, but to ‘guide’ them about different social norms of their specific groups that they relate to (e.g., work colleagues vs. close friends). In some cases these hints or ‘nudges’ can improve privacy, e.g., when an inappropriate audience was selected [101].
Giving users “hints” and “suggestions” about these norms might help decrease unintentional anti-normative behaviors. However, taking into account the complexity of studying norms, there will be challenges in relying solely on machine learning-based tools to guide users. Current scholarship has highlighted that tools based upon machine learning models end up reinforcing biases inherent in human behavioral data [46]. Researchers will need to carefully test the use of such models and individuals’ satisfaction with them and, of course, always provide the option to use these tools selectively, or simply turn them off.

7 LIMITATIONS

Given that our participants came from a higher education institution in a Western context, we urge caution on prematurely generalizing from our findings. Nevertheless, we found our young adult participants remarkably adept and careful in handling privacy concerns via sanctions. Informed by these savvy users of SNS, we believe our design concepts could transfer to all SNS users regardless of age or other demographic category. Our design concepts broaden the range of responses available to all users when they respond to community members’ posts. Additionally, since our designs are defined more by their functionality rather than any specific form, they can also be made appropriate for a range of different social networking platforms.

8 CONCLUSION

In today’s networked world individuals collaborate to regulate what is shared online. This collaboration between both content creators and viewers serves to shape and reinforce norms on appropriate privacy behaviors and content sharing on SNS. Sanctions play an essential role in this process to sustain social norms, thereby protecting privacy. Our study explored how young adults sanction norm violations regarding inappropriate content and their privacy behaviors across different social media.

Through our findings, we systematize sanctioning strategies along three dimensions: who performs the sanction (a person or a group), where they sanction (on-site or off-site), and how apparent the sanction is to the violator (visible or invisible). In studying these strategies, we find that young adults are more than aware that imposing sanctions can come at a personal cost for those who want to maintain their relationships and avoid conflict. As a result, they often sought out discreet – indirect and invisible – sanctions despite their potential to fail in making the violator aware of the violation. We posit that for sanctions to achieve their goals of shaping online behaviors, we need tools that make online norms visible to the violator and signal violations when they occur without unnecessary burden or direct personal conflict. In the process, all parties might be better able to ‘save face’ and the relationships with each other that they value so much.
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